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What is Cerbrec?
Cerbrec, no-code AI development platform on the cloud:

No-code develop AI

No-code edit pre-built AI from latest research papers

One-click deploy AI on the cloud

Cerbrec makes AI development easier to understand and more productive

David Winer and Garrett Wang (paper’s authors) are the co-founders

https://www.cerbrec.com



Cerbrec Operation Schema



Cerbrec Operation Schema

Constraint Satisfaction



Constraint Violation



Motivating Task 
Recommend context-sensitive 
edit(s) that bring user’s current 

plan to a likely goal state



Autoencoding 
Transformer 
(pretraining)

- Adapt BERT architecture
- Instead of lexicographic vocab, use vocabulary of binding links

- Vectorize Cerbrec plans as “sentences”
- Instead of MLM, do Masked Binding Modeling (MBM)

- Makes more sense then an autoregressive approach
like GPT because plans are partially ordered

- Novel adaptation to encode relative positionality





Plan-design
Fine-tuning

- Multi-step perturbation: transform goal model into 
unfinished and potentially invalid models



Embedding Layer

Plan-space Distance Layer

Input:
<Goal, Perturbed Goal>
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<Goal, Perturbed Goal>



Embedding Layer

Plan-space Distance Layer

Input:
<Goal, Perturbed Goal>





Results
- Results not ready yet.
- Currently validating fine-tuning approach:

- Trying different perturbation policies
- Training sets: pairs of <goal, perturbed> plans

- Next: validate on user interaction traces
- Define perturbed as when user reaches error state
- Define goal as when user reaches non-error state within 

n steps
- Do users like the recommendations?

- Compare approaches to baselines



Conclusion
- Plan-design goal recognition
- Cerbrec modeling platform
- Novel autoencoding adaption
- Novel fine-tuning task to learn action selection



Conclusion
David R. Winer
drw@cerbrec.com
Contact me for private demo!

www.cerbrec.com (free to use platform)
Looking for

- Scientific Advisor(s)!
- Collaboration!
- Beta testers (sign up on website)
- Investors


